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Abstract

The paper concentrates on the way that the MRROC++ robot programming framework has been applied to produce control systems for robots of different types performing diverse tasks. Moreover, both a brief formal specification and the method of implementation of the MRROC++ based systems is presented.

1 Introduction

Programming frameworks [12] are application generators with the following components:
• library of software modules (building blocks out of which the system is constructed),
• a method for designing new modules that can be appended to the above mentioned library,
• a pattern according to which ready modules can be assembled into a complete system jointly exerting control over it and realizing the task at hand.

MRROC++ [31, 32] is a programming framework facilitating the implementation of single and multi-robot system controllers executing diverse tasks. Its structure was derived by formalizing the description of the general structure of multi-robot controllers [33, 34]. Its implementation was preceded by a version for single robots (RORC [30, 28]), which was later substituted by a non-object oriented version for multi-robot systems (MRROC [30, 29]). MRROC++ is derived from C++, thus it is object oriented.

Work on robot programming frameworks has a long history, but initially they were not distinguished from robot programming libraries. Robot programming frameworks have been especially favored by the research community (e.g. RCCL [9], KALI [8, 7], PASRO [2], RORC [30, 28], MRROC [30, 29], MRROC++ [31, 32], GenoM [5, 1], DCA [20], TCA [23], TDL [22], Generis [16], due to variability and diversity of research tasks. Those two factors render a specialized robot programming language either useless, if with very limited capabilities, or very similar to a general purpose programming language. Currently efforts are being made to produce public domain generic robot control software (e.g. the OROCOS project [4]).

2 General specification of MRROC++

A system composed of $n_e + 1$ subsystems is considered. The state of such a system is described by:

$$s = \langle s_0, s_1, \ldots, s_{n_e} \rangle$$  \hspace{1cm} (1)

where $s_0$ is the state of the coordinator and $s_j$, $j = 1, \ldots, n_e$, are the states of the subsystems. To be brief, and because of contextual obviousness, the denotations assigned to the components of the considered system and their state are not distinguished. The state of each subsystem $s_j$, $j = 1, \ldots, n_e$, is represented by:

$$s_j = \langle c_j, e_j, V_j, T_j \rangle$$  \hspace{1cm} (2)

$c_j$ - state of the effector (i.e. a mechanical device capable of influencing the environment),

$c_j$ - state of the subsystem controller (memory: variables, program etc.),

$V_j$ - bundle of virtual sensor readings,

$T_j$ - information transmitted/received to/from the coordinator.

The coordinator $s_0$ does not posses an effector (a body), but has the ability of gathering the information from the environment, thus has a virtual sensor bundle of its own. The state of the coordinator $s_0$ is described by:

$$s_0 = \langle c_0, V_0 \rangle$$  \hspace{1cm} (3)
A constraint has been imposed on the structure of the system by disallowing direct communication between subsystems. However they can still communicate indirectly, either through the coordinator or by stigmergy [3], i.e. by observing the changes in the environment caused by the other subsystems. This constraint simplifies the implementation of the inter-subsystem communication structure without significantly limiting its functionality.

A bundle of virtual sensor readings assigned to a system \( s_j \) contains \( n_{vj} \) individual virtual sensor readings:

\[
V_j = \{v_{j1}, \ldots, v_{jn_{vj}}\}
\]

(4)

Each virtual sensor \( v_{jk}, k = 1, \ldots, n_{vj} \), produces an aggregate reading from one or more hardware sensors – receptors. The data obtained from the receptors usually cannot be used directly in motion control, e.g. control of arm motion requires the grasping location of the object and not the bit-map delivered by a camera. In other cases a simple sensor would not suffice to control the motion (e.g. a single touch sensor), but several such sensors deliver meaningful data. The process of extracting meaningful information for the purpose of motion control is named data aggregation and is performed by virtual sensors. Thus the \( k \)th virtual sensor reading obtained by the subsystem \( s_j \) is formed as:

\[
v_{jk} = f_{sjk}(c_j, R_{jk})
\]

(5)

where \( R_{jk} \) is a bundle of receptor readings used for the creation of the \( k \)th virtual sensor reading.

\[
R_{jk} = \{r_{jkl}, \ldots, r_{jknl}\}
\]

(6)

where \( n_r \) is the number of receptor readings \( r_{jkl}, l = 1, \ldots, n_r \), taken into account in the process of forming the reading of the \( k \)th virtual sensor of the subsystem \( s_j \).

There are diverse methods of expressing effector state \( e_j \), e.g. a manipulator can be perceived as:

- a set of actuators (with angular or translational shaft positions),
- a sequence of links (with angular or translational joint positions),
- an end-effector (with a coordinate frame affixed to the end-effector).

The responsibility of the controller \( c_j \) of the subsystem \( s_j \) is to: gather information about the environment through the associated virtual sensor bundle \( V_j \), obtain the information from the coordinator \( s_0 \), monitor the state of its own effector \( e_j \), and to process all of this information to produce: a new state of the effector \( e_j \), influence the future functioning of the virtual sensors \( V_j \), and communicate with the coordinator. As a side effect the internal state of the controller \( c_j \) of the subsystem \( s_j \) changes. Thus three types of components of the subsystem controller must distinguished:

- input components providing the information about: the state of the effector, virtual sensor readings and the messages obtained from the coordinator (they use a leading subscript \( x \)),
- output components exerting influence over: the state of the effector, configuration of virtual sensors and the messages to be transmitted to the coordinator (they use a leading subscript \( y \)),
- other resources needed for data processing within the subsystem controller (without a leading subscript).

![Figure 1: Subsystem \( s_j \), \( j = 1, \ldots, n_e \)]

The following components have been distinguished (fig.2):

- \( x e_{cj} \) – input image of the effector (a perception of the effector by the subsystem controller as produced by processing the input signals transmitted from the effector to the controller, e.g. motor shaft positions, joint angles, end-effector location),
- \( x CV_j \) – input images of the virtual sensors (current virtual sensor readings – subsystem controller’s perception of the sensors and through them the environment),
- \( x CR_j \) – input of the coordinator’s commands,
- \( y e_{cj} \) – output image of the effector (this is a perception of the effector by the subsystem controller as needed to produce adequate control signals),
In the process of producing the output values $y^c_i$ are used. The internal variables change their values, thus:

to produce:

and hence:

or more compactly:

In the process of producing the output values $y^{c+1}_{c_j}$ the values of inputs $x^{c_j}$ and internal variables $c^{i+1}_{c_j}$ are used. The internal variables change their values, thus $c^{i+1}_{c_j}$ is created – those will be the values of internal variables at the onset of motion step $i + 1$. All of the mentioned quantities are stored in the subsystem controller’s memory, thus their values form the total state of the controller.

Delivering just one set of functions (9) for the whole duration of the subsystem’s activity would be a formidable task, hence a method of decomposition is proposed. It consists in specifying the subsystem’s actions in terms of motion commands, which are implemented as Move instructions. The semantics of those instructions is defined in fig. 2. Here the single vector function (10) is decomposed into a sequence of $n_m$ vector function triplets: $m^{f_{c_j}}_{c_j}$, $m^{f_{T_j}}_{c_j}$, $m^{f_{T_j}}$ for $m = 1, \ldots, n_m$. Each triplet is associated with a single Move instruction. Within each triplet the function $m^{f_{c_j}}_{c_j}$ describes the first step of the Move instruction, whereas the function $m^{f_{T_j}}$ describes the behaviour of the subsystem in each next step. The Boolean function $m^{f_{c_j}}_{c_j}$ determines the number of steps executed within the Move instruction. This number results from testing the instruction termination condition described by $m^{f_{T_j}}$. 

3 Implementation

The above general specification of the system can be implemented using diverse software technologies. The most convenient way is to use the facilities (i.e. processes, threads, inter process communication) provided by real-time operating systems (RTOS) and to distinguish the coordinator and the subsystems as processes. Even smaller granularity is of benefit, thus virtual sensors also have been implemented as separate processes. Taking into account that effector control depends on both the task that is to be executed and the hardware that is to be controlled it is reasonable to separate those two functions, hence two processes have been assigned to each of the subsystems. MRROC++ based control systems are implemented following the pattern depicted in fig. 3. MRROC++ is coded in C++ using object-oriented programming paradigm. It currently uses QNX ver.6.3 RTOS.

The coordinator $s_0$ is implemented as the Master Process MP supplemented by zero or more Virtual Sensor Process VSP. Each subsystem $s_j$ is composed of Effector Control Process ECP, Effector Driver Process EDP supplemented by zero or more Virtual Sensor Process VSP. Both EDP and VSPs depend on the as-
sociated hardware, whereas MP and ECPs are hardware independent, but depend on the task that is to be executed by the system. This division highly simplifies coding. When the hardware configuration is fixed the programmer with each new task modifies only the MP and the ECPs. Only when this configuration has to be changed, e.g. by introducing a new type of manipulator, a new EDP and ECP has to be appended to the system. The code of ECP contains the move instructions and the definitions of vector function triplets: \( m_f c_j \), \( m'_f c_j \) and \( m''_f c_j \) (forming a motion generator of the instruction). The code of MP contains similar move instructions [34], but they refer to all the coordinated effectors, whereas the move instructions within ECPs refer to single effectors. The User Interface Process UI depends only on the number of effectors constituting the system. It is responsible for presenting the system status to the operator and enables the operator to start, pause, resume or terminate the execution of the task.

4 Selected applications

MRROC++ has been used to create controllers for several prototype robots executing diverse tasks:

- Serial-parallel robot exhibiting high stiffness and having a large work-space [14, 18, 13, 35], thus well suited to milling (fig. 4(a)) and polishing (fig. 4(b)) tasks [15],

- Direct-drive robot without joint limits (fig. 6(e)) [17, 19], hence applicable to fast transfer of objects,

- Two IRp-6 robots (fig. 6(a)) acting as a two-handed manipulation system [37, 24]. In this case the industrial controllers of the robots were substituted by our own hardware [36].

The control programs can be simulated prior to their execution or in parallel to it [6]. Graphic simulation of the robot and its environment (fig. 6(d)) is run on a separate computer supervised by the Windows operating system. A separate ECP and EDP process pair is created. The EDP instead of issuing motor commands, causing the motions of the real robot, contacts the simulation computer by using the TCP/IP protocol. Those commands are used to animate the robot on the screen.

An IRp-6 robot mounted on a track and equipped with a force/torque sensor has been applied to the execution of three benchmark tasks [26]. The first task consisted in following an unknown contour (fig. 5(a)), the second in moving a crank 5(b) and the third in copying drawings (fig. 6(b)). Both the first and the second task use the same control algorithm, thus the EDP processes and the ECP processes are exactly the same. In both cases the end-effector moves in the horizontal plane. The direction of force command in each macrostep results from the previously measured real direction of force being applied to the surface of an object. In the case of contour following it was the surface an iron block (fig. 5(a)) and in the case of moving the crank it was the internal surface of the hole in the crank, into which the end-effector was inserted (fig. 5(b)). In the orthogonal direction the end-effector was position controlled. In
both tasks the force sensor is treated as a proprioceptor, thus its readings are utilized only in the EDP and the ECP. No VSP was necessary.

In drawing copying task the force sensor was used to manually guide the robot holding a pen through the motions producing a drawing. During that phase the robot was fully compliant and positions were recorded at certain intervals of time – the teach-in phase. Besides continuous force control the sensor was also used for detecting vertical jerks signalling the necessity of lifting the pen off or lowering it onto the surface of the paper to transfer it to another area of the drawing. Once the drawing was complete the pen held by the robot was displaced to a new location and the mode of operation was switched to partially compliant – reproduction phase. In that phase the robot was position controlled in the plane of the drawing and it was force controlled in the axis normal to the drawing. In that way the pen could adjust itself to the unevenness of the surface on which the drawing paper rested. In this task the force-torque sensor played a dual role, so besides being used as a proprioceptor and thus being utilized directly by the EDP, an extra VSP detecting jerks had to be added.

For the purpose of position–force controlled tasks, a special control algorithm was implemented in MRROC++. This algorithm is compatible with the TFF (Task Frame Formalism) specification. Hence the ECP process sends the macrostep command to the EDP process containing: local_reference_frame - related to either: the tool frame (relative mode) or the global frame (absolute mode), pos_xyz_rot_xyz, force_xyz_torque_xyz and selection_vector are vectors with six components each: the selection_vector determines along or about which axes of the local_reference_frame position/orientation is controlled and along/about which force/torque is controlled; the pos_xyz_rot_xyz and force_xyz_torque_xyz determine the set values of translation/rotation and force/torque along/about the selected axes; the translation/rotation components in the directions selected as force/torque controlled are irrelevant and vice versa, thus out of the twelve components of the two vectors (pos_xyz_rot_xyz and force_xyz_torque_xyz) only six are relevant.

Moreover, MRROC++ was used to construct a robotic system playing draughts (fig.6(c)) against a human player [25]. The overall experimental setup consisted of an IRp-6 robot with a Mitsubishi 400E CCD color camera with a lens having a focal length of $f = 3.9 - 54.9 \text{ mm}$. The images delivered by the camera were transmitted to a frame grabber at a frame rate of $25 \text{ Hz}$. The images contained blue or red colored pieces on white background (the checkered board was black and white). The pieces were distinguished from the environment based upon their color value. The color information was used to simplify
image analysis, i.e., object identification and extraction. One of the major problems was the effect of an ever-changing illumination, as the change of illumination changes the perceived colors. To reduce this effect the Hue-Saturation-Value (HSV) color model was used and the median non-linear filter was applied. The VSP on the basis of an image obtained from the camera produced a data structure representing the current state of the board. The ECP used this data structure to deduce the best move in terms of a certain heuristic. The $\alpha - \beta$ pruning algorithm [21] was applied to a tree of possible moves, five game-moves ahead. The best move was transformed into trajectories for the robot, represented as a sequence of Move instructions, and those were executed. An electromagnetic gripper was used for picking colored iron pieces. The transformation between the end-effector frame and the camera frame was only roughly known. The calibration process was performed by an operator before the game session. The force sensor was used to manually guide the end-effector to the two opposite corners of the board. Positions of the corners were recorded and used to calculate the transformation between adequate frames.

5 Conclusions

The formal description of robotic systems proved instrumental in the specification of the MRROC++ robot programming framework. Subsequently the creation of robot controllers executing diverse tasks by using MRROC++ turned out fairly simple. Work is being continued on even more complex systems, which in due time will be a basis for the creation of a fully fledged service robot. Currently the abilities of hearing [10] and speaking [11] are being added. The robot will be able to comprehend Polish language commands and respond to them by a synthesized voice. Moreover, two-handed manipulation using visual and force feedback is integrated with the system.

MRROC++ based controller is a real-time application, currently running under control of the QNX Neutrino ver.6.3 RTOS. A common problem with real-time application development is that each OS is usually equipped with its own proprietary API. However, in MRROC++ environment POSIX-standard API is being used, and OS-specific extensions are being avoided. Therefore, MRROC++ source code can be readily ported from QNX to another RTOS with POSIX API.

MRROC++ controller program consists of several concurrently running multi-threaded processes. Due to modular structure together with message passing IPC those processes can be easily distributed over the local network. Then, appropriate amount of computing power can be made available at each node to meet the needs of each task performed by robotic system.
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